Common tasks for market researchers include measuring people’s
preferences for brands, flavors, or colors and measuring the importance of product fea-

tures and benefits. For these kinds of problems, the monadic rating remains a very pop-

ular approach. A typical study has respondents rate a series of items on a 5- or 10-point

desirability or importance scale, often with a dozen—or even several dozen—items

being investigated. From an analysis of these data, the researcher makes recommenda-

tions about marketing and product strategy. This method has been time-tested and

forms the basis of many research studies.

However, we also know that respondents are
notorious for rating items very rapidly, using simpli-
fication heuristics to speed through the task. How
can we blame them, when we present so many items
for their consideration? So many studies show that
respondents use only a limited range of the scale
points, resulting in many ties across items. Thus,
recommendations are made often on trivial statisti-
cal differences. Moreover, the literature is replete
with examples of people evidencing response style
biases. Some respondents use just the top few boxes
of a rating scale, some refuse to register a top score
for any item, while others conscientiously spread
their ratings across the entire range. Response style
bias poses problems for statistical tests of signifi-
cance and multivariate modeling. Separating the
“signal” from the noise is difficult.

Too often we ignore these issues and present the
raw ratings. While standardization of ratings (forc-
ing the mean rating within each respondent to zero
and the standard deviation to unity) has often been
suggested as an appropriate remedy, this transfor-
mation removes the level differences between
respondents and is often difficult for managers to
understand. Furthermore, when a respondent uses
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just a few scale points, the within-respondent stan-
dard deviation is very small, making the new stan-
dardized estimate very large. These deficiencies
lead to the rare use of standardization in commer-
cial practice.

To ameliorate the situation of low discrimination
across items, some researchers use rankings. In a
ranking task, respondents order the items from best
to worst (with no ties). Hence, respondents must
discriminate among items. However, respondents
often find it difficult to rank more than about seven
items. So test-retest reliability of long ranked lists
tends to be low.

Researchers have experimented with many tech-
niques to achieve the benefits of metric scaling
while also encouraging respondents to discriminate
among the items. Another common approach is the
“constant sum” or chip allocation scale. To use a
constant sum scale, respondents allocate a certain
number of points or chips across an array of items.
Some researchers declare that the constant sum
scale is a more discriminating task, but it also has
its limitations. Respondents find it difficult to make
the allocations sum to the required number, and this
hurdle may get in the way of respondents accurately
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When it comes to scaling multiple items, researchers have
several options. This article compares maximum difference
scaling against monadic ratings and paired comparisons.
Among other benefits, it is flexible enough to be used with
paper questionnaires and computerized interviewing pro-
grams. It also offers improved measures of discrimination
across items over rating scales. The article discusses addi-
tional benefits and weaknesses of all three methods.

reflecting their preferences. As with rankings, constant sums
are difficult to do with more than a small number of items.

Researchers have tried for years to develop methods to deal
with the problems we have been discussing. There are many
possible approaches, but this article will focus on two tech-
niques: paired comparisons and a newer technique called max-
imum difference scaling (also called maxdiff or best-worst
scaling) as solutions to the problem of sturdy measurement of
preferences.

Paired Comparisons

In its simplest form, respondents are shown just two items
(objects) at a time and asked to choose between them.
Consider the case of three items: A, B, and C. With three
items, there are three possible comparisons: A vs. B; A vs. C;
and B vs. C. Generally, with t items, the number of possible
comparisons is 1 7 (¢-1). For example, with 10 items, there are
1 (10)(9) = 45 possible comparisons.

The beauty of paired comparisons is that, by using a series
of simple either/or judgments, one can derive a strong measure
of preference which has excellent statistical properties on a
common interval scale. Even a child who is unable to under-
stand a rating scale could perform a series of paired compar-
isons reliably, yielding a statistically informative assessment of
all the items. Being able to translate simple comparisons to an
interval scale also has valuable implications for cross-cultural
research, where controlling for response style bias is desirable.

Paired comparison questions indeed require more thought
and time to complete than simple monadic ratings. But isn’t
that a good thing—requiring thinking to answer a question?
With monadic ratings, respondents more easily settle into a
less motivated, patterned-response strategy. Paired compar-
isons thus discourage inattention and seem to elicit more dis-
cerning responses.

With many items, the number of possible comparisons
between pairs can become very large. Fortunately, it’s not nec-
essary to ask respondents to make all possible comparisons to
obtain reasonably stable interval-scale estimates for each item.
Incomplete (fractional) designs that require showing just a
carefully chosen subset of the universe of comparisons are
more than adequate in practice.
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Maxdiff Scaling

Maxdiff i1s a recent method developed by Jordan Louviere
and his co-authors that offers similar benefits as paired com-
parisons, but within a more efficient questioning method.
Rather than showing pairs of items, the respondent evaluates
sets of items (often of size three to six) in a series of choice
questions. In each set, respondents are asked to choose the one
item that is most preferred or important and the one that is
least preferred, or the one item that is the best of something
and the one that is the worst (hence best-worst scaling).

Let’s look at a maxdiff question with four items. If respon-
dents mark item A as best and item D as worst, then we can
easily deduce the following: A>B, A>C, A>D, B>D, C>D
(where “>” means “is preferred to™). Notice that by asking the
most and least, we learn five of the six possible paired rela-
tionships (we do not learn whether B is preferred to C).

The maxdiff model assumes that respondents behave as if
they are mentally examining every possible pair in each set, and
then they choose the most distinct pair as the best-worst, most-
least, maximum difference pair. Thus, one may think of maxd-
iff as a more efficient way of collecting paired comparison data.

For example, with 13 items, there are 78 possible pairs or
judgments to be made, and with a fractional design far fewer
are needed. For a 13-item study, a well-designed maxdiff task
will employ 26 judgments (13 bests and 13 worsts). It is our
commercial experience that designs with fewer best/worst
tasks than items can also perform reasonably well in practice.

Maxdiff tasks may be developed either using experimental
designs from catalogues or with software that generates exper-
imental designs. The types of experimental designs most often
used in maxdiff tasks are 2k, balanced incomplete block (BIB),
or partially balanced incomplete block (P-BIB) designs.

Depending upon which design strategy is chosen, order
effects and context effects should be controlled. A well-
designed task controls order effects: Each respondent sees each
item in the first, second, third, etc. position across subsets. The
design also controls for context effects: Each item is seen with
every other item an equal number of times. And, finally, a
well-designed task displays each item an equal number of
times across all sets. The same principles that govern tradi-
tional conjoint and choice-based conjoint tasks also apply to
the design of maxdiff tasks.

Researchers using any number of computerized interview-
ing programs that support item-based randomization logic
can produce near-balanced plans for paired comparison or
maxdiff. Because this approach leads to unique interviews for
each respondent, these “randomized” plans have the added
benefit of further reducing order effects. However, computer-
ized interviews are not necessary for the construction of
maxdiff tasks. Any design catalogue that lists BIB or PBIB
designs can be used to generate maxdiff tasks that can be
completed via paper and pencil.

As a “cousin” to traditional conjoint analysis, maxdiff
requires respondents to make trade-offs among the items. By
doing so, we do not permit anyone to like or dislike all items.
By definition, the act of choosing a most and a least elicits the
relative preferences out of the respondent.




Exhibit 1 Time to complete exercise

Monadic Paired Best/Worst
(n=137) Comparison (n=116)
(n=121)
“leantime to 97 seconds 320 seconds 298 seconds
-omplete exercise
s=conds per 4.9 sec./click 10.7 sec./click 9.9 sec./click
~ouse click

~omparing Methods

Together with Michael Patterson, formerly of Hewlett-
Packard, we conducted a methodological experiment, focusing
- measuring the importance of a list of 20 attributes related
-0 the purchase of file servers. We interviewed 374 respon-
Jents from a list provided by HP, using a Web-based survey.

The sample was randomly divided into thirds, and respon-
Jents were asked to indicate their preference for the 20 items
asing either monadic importance ratings on a 1-9 scale, where
I indicated “not important” and 9 indicated “extremely
‘mportant” (n=137), paired comparisons (7=121), or maxi-
mum difference scaling (n=116). (Our monadic scale may not
1ave been the “best” application of a ratings scale, but we
think it is quite reflective of general practice.) Additional hold-
out tasks were asked at the beginning and the end of the inter-
view, wherein respondents ranked the importance of three
items in each of four different sets.

Because we were interviewing using computers, we could
uime how long it took respondents to complete each task. The
monadic ratings required 20 mouse clicks. For the paired com-
parison experiment, we showed each respondent 30 pairs,
which required 30 clicks. For maxdiff, we showed 135 sets of
four items, requiring two clicks per set or 30 clicks.

On average, the paired comparisons and maxdiff task took
about three times as long to complete as the ratings as scen in
Exhibit 1. On the basis of “seconds per click,” the ratings task
rook about half as long as the other two tasks, indicating less
to read and, perhaps, less involvement and thought for the eas-
ler monadic task.

After the interview was complete, we asked the respondents
to tell us their perceptions of the task they performed. As can
be seen in Exhibit 2 on page 37, on a 7-point scale of disagree-
agree, all tasks were evaluated at about the midpoint of each
scale, with ratings being rated slightly better than the paired
comparison or maxdiff tasks.

Although the monadic rating exercise was viewed as
slightly more enjoyable, less confusing, and easier, the absolute
differences are quite small. The important point is that respon-
dents did not perceive any of the tasks to be very confusing or
ditficult. We think these results demonstrate that paired com-
parisons and maxdiff scaling are quite doable in surveys and
are a good alternative to traditional monadic ratings.

Although we do not present the data here, the rank order of
the importance of the items yielded similar results across the
methods. For example, see Exhibit 3 on page 37. Both axes
have a range of eight points. The mean ratings for each of the
20 items are shown in the scatterplot. Three things are of note:

I. The rank correlation between the sets of items is high (more
than 0.80). This indicates, as just stated, that the two meth-
ods yielded comparable overall results.

2. The range of the mean ratings is only about two points.
With one exception, all ratings have a mean score between
six and eight. With such small differences, we might not
expect tests of differences to be statistically significant.

. The range of the maxdiff scores is much larger: about five
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points. This is affected by the choice of dummy coding and
scaling, but if within-item variation is comparable between
the methods, it suggests that we might expect to find greater
discrimination between items using maxdiff. We’ll investi-
gate this more formally in the next sections.

Data Analysis

For the monadic ratings, we can use the ratings themselves
or we can normalize the data within respondent (by subtract-
ing off the mean and dividing by the standard deviation). We
generally used the raw ratings for our data analyses and
resorted to the standardized ratings for one of our tests.

For paired comparisons, if a graded rating scale is used
(degree of preference for left over right), ordinary least squares
regression can be used to estimate individual level scores. If
choices are indicated (prefer left over right), a simple binary
discrete choice model may be used to analyze the data. The
design matrix indicating which items were compared was
dummy-coded in this case. As an alternative to the binary logit
model, it’s also possible to use Thurstone case V scaling to
derive the required scale values.

For maxdiff, discrete choice models are used with a twist.
Each choice task is coded twice: once for the chosen item and
once for the rejected item. The design matrix shows which
items were in the task and is flipped (all values multiplied
by -1) for the rejected choice sets. The analyses presented in
this article employs estimated individual-level models using
hierarchical Bayes choice models for the paired comparison
and maxdiff data.

Between-ltem Discrimination

We hypothesized that the methods that forced respondents
to discriminate among items should result in measures of pref-
erence that reflect greater discrimination than standard
monadic scales. To test this hypothesis, we performed a
repeated measures ANOVA within each of the three methods,
requesting the Student-Newman-Keuls test of post hoc differ-
ences. This test compares all possible pairs of items
(20x19/2=190 pairs), adjusting the results to reflect the fact
that the researcher has performed multiple tests of signifi-
cance. All ANOVA results indicated that there were differ-
ences in mean ratings across items, although the number of
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signiticant differences differed by method. For the ratings
data, only 44% of the post hoc t-tests were found to be statis-
tically signiticant. For the pairs data, 83% of the tests were
significant, and for the maxdiff data, 76% of the tests were
significant. We conclude that the rating scale discriminated
least among the items when comparing each one to the other,
and that the paired comparison task performed slightly better
than maxdift.

With the server study, we included some holdout tasks. At
the very beginning and at the very end of the survey, we
showed each respondent four sets of three items. We then
asked each respondent to rank-order the three items in each of
the four sets. We computed the test-retest reliability of the two
ranking tasks. Then, using the monadic ratings, paired com-
parisons, and maxdiff importance scores, we predicted the
preference for the three pairs implied in the holdout ranking
tasks.

Relative to what was obtained with test-retest reliability,
the predictive hit rates were 85%, 88%, and 97% for monadic
ratings, paired comparisons, and maxdiff, respectively. While
the performance of paired comparisons and ratings is com-

ven a child who is unable

to understand a rating scale
could perform a series of paired
comparisons reliably, yielding
a statistically informative
assessment of all the items.

mendable, the maxdiff performance is excellent, performing at
about the same level as test-retest reliability.

Although we do not present the data here, we found that
maxdiff could still predict holdout pairs (relative to test-retest
reliability) as well as paired comparisons even after discarding
the second half of the maxdiff tasks for each respondent. This
confirms our earlier observation that maxdiff questions are
more efficient than paired comparisons.

Between-Group Discrimination

Any good researcher will want to know how well these
measures did in discriminating across respondent groups. In
the survey, we included a number of background questions,
including product usage, attitudes, and behaviors in addition
to the importance measurement section. Using these questions,
we constructed 19 two-category variables (e.g., high/low prod-
uct use; bigger/smaller companies). With the preferences of the
20 items in hand, we performed 380 separate tests of differ-
ences across groups (380 = 19 background variables x 20

36 Summer 2004

importance ratings). At the 95% confidence level, we would

expect to find 19 significant differences by chance alone.

We found 30 significant differences between respondent
groups for the monadic ratings. To see if within-respondent
standardization made any difference, we re-ran these tests
against within-respondent standardized scores and found only
22 significant differences (suggesting that some of the differ-
ences seen may have been due to response style bias). Running
the same tests with the other two methods, we obtained 40 sig-
nificant differences with the paired comparisons data, and 37
with maxdiff. Once again, we conclude the rating scales are less
discriminating than the other two methods, and again paired
comparisons performed just slightly better than maxdiff.

Dealing With the Relative Scale

Depending on your viewpoint, one weakness of paired
comparisons or maxdiff is that the scores reflect relative,
rather than absolute, preferences. The derived scores are based
on the relative comparisons among the items included in the
study and will change if the content or number of items being
compared changes.

Since the paired comparison and the maxdiff
method utilize choice responses, we can easily
transform the derived scores (assuming the
parameters were fit using a logit model specifica-
tion) to a probability scale. Assuming zero-cen-
tered raw scores, one can use the transform:

P; =100 [e¥/(1+ev)]

Here, P; indicates probability of choosing item
i, and the u on the right-hand side of the equation
is the raw score for the i item.

This transform places the scores on a 0 to 100
scale. The interpretation of a “15” is that this
item would be chosen (or not rejected) 15%
of the time on average when compared to
the other items.

In our experience, not having an absolute score for each
item is not a major impediment. Judicious selection of the set
of items in the study ensures that the results may be compared
across items and used for decision making.

Benefits for Market Segmentation

Although it is beyond the scope of this article, we contend
that the use of maxdiff measurement can particularly enhance
market segmentation studies. As has been seen, maxdiff enjoys
improved measures of discrimination across items over rating
scales. The ability to distinguish across items should also per-
mit us to uncover differences across respondents. This ability
is a significant improvement over common practice, which
typically uses rating scales as the basis variables for segmenta-
tion. If the basis variables do not discriminate well, how can
we expect segments based on these data to be something other
than figments of our statistical imagination? Since segmenta-
tion is a search for differences and discrimination, why not use
methods that encourage such results?



Exhibit 2 Qualitative evaluation of each task

Jsing a scale where 1 means “strongly disagree” and 7 means “strongly agree,”
~ovs much do you agree or disagree that the previous section...

Monadic Paired Best/Worst
(n=137) Comparison (n=116)
(n=121)
.. was enjoyable 43b,¢) 4.0 3.8 )
..was confusing 2.4 (b,0) 2.9 (2 3.2
.. Was easy 5.6 b.c) 5.2 @) 51
.. made me feel like
clicking answers just
to get done 3.2 31 3.6 )
...allowed me to
express my opinions 4.9 () 4.6 4.3 ()

a’ means significantly different from column a, p<0.05, etc.)

Because it does not employ a rating scale, maxdiff also has
the advantage that it can be employed in cross-cultural studies
with ease. There’s no need to worry about the response biases
that are so often found in multi-country segmentation studies.
In a review of issues and the practice of international segmen-
tation research, Jan-Benedict E.M. Steenkamp and Frenkel ter
Hofstede speculate that a major reason that multi-country seg-
mentation studies tend to show a bias toward country-specific
results, rather than toward regional or cross-country results, is
because of the differential use of rating scales across countries.

Maxdiff tasks can be designed for use both with computer-
1zed interviewing programs and with the use of a paper ques-
tionnaire, making it applicable across a wide range of research
contexts. Because maxdiff can be used with relatively small
fixed designs, it has an advantage over paired comparisons
when a computerized interview is not possible. Finally,
because maxdiff collects choice responses, the data collected
are very amenable to the use of modern segmentation methods
like latent class choice models.

We collected data from more than 300 IT managers and
compared the results of monadic ratings, paired comparisons,
and maxdiff scaling with respect to three measures of perfor-
mance: validity (hit rates), discrimination among items, and
discrimination across respondent groups. On all three mea-
sures, monadic ratings were found to be inferior to the other
twvo methods. Maxdiff measurement achieved the highest pre-
dictive validity. Paired comparisons and maxdiff were much
better than monadic ratings at finding significant differences
between subgroups and across items. Importantly, maxdiff is
much more etficient than paired comparisons, providing more
information per level of respondent effort.

Therefore, we suggest that practitioners adopt maximum
difference scaling as another method in their toolbox for
developing a unidimensional scale of importance or object
preference. The maxdiff task is easy for a respondent to do

Exhibit 3 Mean results from ratings and maxdiff tasks
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and is scale-free, so it can easily be used to compare results
across diverse individuals. Furthermore, it’s easy to implement
on paper or with a computer, relatively easy to analyze with
standard software, and easy to explain to respondents and
managers alike.
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